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Some Recurrent Issues in
the History of Behavioral Sciences

Hayne W. Reese
West Virginia University

Many issues seem to have appeared, disappeared, and reappeared in the behavioral sciences during
the 20th century. Salient examples discussed in the present paper are consciousness, including the
concept itself and consciousness in nonhuman animals; the method of introspection; and cognition,
including the interpretation of mental imagery and the role of language in thinking. One possible
explanation of the apparent cycles is consistent with a suggestion by John B. Watson: Important
issues are found to be intractable and are abandoned, but they recur when newer theories and
methods emerge.
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The notion that issues and ideas re-
cur repeatedly has itself recurred re-
peatedly. Aristotle said it in virtually
the same way twice: "The same ideas,
one must believe, recur in men's minds
not once or twice but again and again"
and "The same opinions appear in cy-
cles among men not once nor twice,
but infinitely often" (respectively, Ar-
istotle, On the Heavens, Book 1, chap.
3, 1952b, p. 361; Meteorology, Book
1, chap. 3, 1952a, p. 446). The poet
Robert Frost (1914) made a similar
point:

... why abandon a belief
Merely because it ceases to be true.
Cling to it long enough; and not a doubt
It will turn true again, for so it goes,
Most of the change we think we see in life
Is due to truths being in and out of favour. (pp.
54-55)

Paraphrased to refer to issues and their
felt importance, Aristotle's and Frost's
points are directly relevant to modem
behavioral sciences. Many issues in the
behavioral sciences waxed and waned
in recurrent cycles during the 20th cen-
tury (for a sample of references, see
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Reese, 1991, 1993; S. White, 1991).
Some salient examples-all related to
mind-are discussed in the present pa-
per: consciousness, introspection, cog-
nition, mental imagery, and the role of
language in thinking. I will argue,
however, that literal recurrence of is-
sues is rare and that the norm has been
recurrence of labels. I suggest one in-
terpretation of the recursions in the last
section; I leave other possible interpre-
tations to professional historians.

CONSCIOUSNESS

The Concept of Consciousness

Submergence and reemergence. The
major battle in psychology during the
first two decades of the 20th century,
with skirmishes fagging out in the third
decade, was between classical structur-
alist psychology and classical function-
alist psychology. Both dealt with con-
sciousness; but as the labels imply, the
primary goal in structuralism was to
understand the structure and contents
of consciousness, and the primary goal
in functionalism was to understand the
functions or uses of consciousness
(Carr, 1930). Examples of the differ-
ence can be seen in structuralist and
functionalist research and theory on
imagery, discussed in a later section.
The logical positivist Bergmann

(1956) characterized Watson's behav-
iorism as a footnote to functionalism,
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but it was more than that, because con-
sciousness was an epiphenomenon for
Watson (e.g., Watson, 1913) and was a
causal phenomenon for the function-
alists (e.g., Calkins, 1921, 1922; Cla-
parede, 1937, pp. 72, 75-76; Wood-
worth, 1918).

In his 1913 paper, Watson said that
"behaviorism is the only consistent
and logical functionalism" (p. 166),
but he explicitly rejected "functional
psychology" as well as structuralism,
and in 1920 he said that behaviorism
ignores consciousness
in the same sense that chemistry ignores alche-
my, astronomy horoscopy, and psychology te-
lepathy and psychic manifestations. The behav-
iorist does not concem himself with them be-
cause as the stream of his science broadens and
deepens such older concepts are sucked under,
never to reappear. (p. 94)

Thus, Watson had started a revolution
against functionalism as well as struc-
turalism, and as he had prophesied in
the quoted statement, the revolution
succeeded in eliminating the concept
of consciousness from mainstream psy-
chology.

However, Watson was often overly
optimistic, and he was overly optimis-
tic here, in that the cognitive revolution
brought about what J. R. Anderson
(1990, p. 9) referred to as "the re-
emergence of cognitive psychology."
Nevertheless, although cognitive psy-
chology has resemblances to both
structuralism and functionalism, the
concept of consciousness came back
transformed. The resemblance to struc-
turalism is in the cognitive processes
(operations, productions, etc.) and their
products (memories, lexicons, etc.)
stored in various structures (networks);
the resemblance to functionalism is in
the uses to which the cognitive pro-
cesses and stored products are put, ei-
ther consciously (deliberately) or un-
consciously (automatically).

Despite the modem resemblances,
classical structuralism and functional-
ism did not survive the behavioristic
revolution, and unlike the biblical Laz-
arus, they never rose from the grave.
Some of the technical terms came

back, but they referred to new con-
cepts, they appeared in different kinds
of theories, and they were studied with
different kinds of methods and for dif-
ferent purposes. In fact, the literal re-
turn of an idea is rare, because remem-
brance of things past always occurs in
the present and is refracted by the pres-
ent as well as by past events that in-
tervened between the remembered one
and the present remembrance of it
(Kvale, 1977; Riegel, 1977). As Kvale
(p. 168) said, "An original silence has
in recollection become the silence-be-
fore-the-thunder; the silence is now re-
membered 'through' the thunder."
James (1890) made the same point al-
most 90 years earlier: "The knowledge
of some other part of the stream [of
thought], past or present, near or re-
mote, is always mixed in with our
knowledge of the present thing" (p.
606).

The definition of consciousness. The
words consciousness, mind, and psyche
have been used as at least rough syn-
onyms from ancient Greek philosophy
to the present, but the underlying con-
cept was never adequately defined-
nor is it defined in Uttal's (2000) book
The War Between Mentalism and Be-
haviorism: On the Accessibility of
Mental Processes (for discussion, see
Reese, 2001). In fact, in classical struc-
turalist psychology it was generally ac-
knowledged to be undefinable. James
(1890, p. 225) said of consciousness,
"Its meaning we know so long as no
one asks us to define it." Ladd (1896,
p. 3) went even further in asserting that
consciousness "can never be defined."
Washburn (1916, p. 17) said that con-
sciousness is an "ultimate notion,"
like "space," and that "everyone
knows what we mean." Nevertheless,
she offered a definition: "Conscious-
ness is that which is present when we
are either awake or dreaming, and
which is absent when we are dream-
lessly asleep." Dewey (1891, p. 2) had
earlier rejected Washburn's kind of def-
inition: "Consciousness can neither be
defined nor described. ... It cannot be
defined by discriminating it from the
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unconscious, for this either is not
known at all, or else is known only as
it exists for consciousness." Rignano
said, "There is probably no word
which has been more discussed, or
whose meaning remains more obscure,
than the word consciousness" (1923,
p. 359; the quotation is from a book
that was evidently popular-it was
originally published in Italian and was
translated into French and Spanish as
well as English; see Murchison, 1929,
p. 509). Watson (1924-1925, p. 3)
pointed out that the structuralists never
really defined it; and Dunlap (1926)
said that it meant both introspective
observing of something and the thing
observed by introspection.

In a 1996 dictionary of psychology,
Sutherland defined consciousness as
"The having of perceptions, thoughts,
and feelings; awareness" (p. 95). In-
cluding "awareness" as a meaning has
both old and modem precedents. For
example, Rignano used this meaning in
1923 (chap. 16), Prince commented in
1926 that "consciousness" and
"awareness" were often used as syn-
onyms, Matlin used the "awareness"
meaning in 1983 (p. 41), and Blake
used it in 1997. Very little if any pro-
gress has been made in a century of
research on consciousness. We are not
even closer to having a satisfactory def-
inition of the term. Substituting
"awareness" does not help, because it
also lacks a satisfactory definition ex-
cept when it refers to self-description
(as in Skinner, 1969, pp. 244-247) and
when it refers to knowing (as in saying
"I am aware that Sigmund Koch mis-
understood behaviorism"'), which are
not the meanings that were ever want-
ed for consciousness. The phrase "con-
scious awareness" is also used, but it
is misleading because it sounds like it
means awareness of being aware but is
actually used as a synonym of aware-
ness and consciousness (e.g., in Blake,
1997). Consciousness-or mind, to use
the currently preferred synonym-
plays a crucial role in information-pro-
cessing theories, and information-pro-
cessing theorists have provided clear

criteria for distinguishing between con-
scious (deliberate) and unconscious
(automatic) mental phenomena. How-
ever, Shallice (1972) pointed out that
information-processing theorists did
not deal adequately with the meaning
of mind. In short, then, Sutherland
(1996) had some justification for end-
ing his definition of consciousness with
"Nothing worth reading has been writ-
ten on it" (p. 95).

Consciousness in Animals

Another issue about consciousness is
its occurrence in nonhumans. The most
extreme approach is to attribute con-
sciousness to subatomic particles, such
as the photon in mystical interpreta-
tions of physics (Zukav, 1979, pp. 63,
283). However, even panpsychists gen-
erally stop short of attributing con-
sciousness to inorganic matter.
The 19th-century novelist and ama-

teur scientist Samuel Butler (1894/
1968, pp. 83-84) attributed conscious-
ness to a fly and a cat that he observed.
Almost a century later, Griffin (1984)
also attributed consciousness to non-
human animals, crediting them with
mental acts such as deliberately com-
municating, planning, weighing alter-
natives, and choosing to act. He did not
limit the attribution of consciousness to
primates, but included other mammals
such as otters and nonmammals such
as birds and even some insects. He cit-
ed behaviors that admittedly seem
amazing, and he found greater plausi-
bility in explaining these behaviors as
based on mind than as based on in-
stinct or learning. In fact, he said that
even if these behaviors were learned,
they can plausibly be attributed to an-
imals' current "thoughts and feelings"
(p. 463).
A more reasonable approach, which

recurs periodically, is to make the at-
tribution metaphorically. Watson
(1913) condemned this approach as
only analogical, but Vaihinger (1925)
legitimized it in his philosophy of "as
if." In this philosophy, a proposition
that is acknowledged to be a fiction is
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justified if it is shown to be a useful
fiction (pp. 74-76, 85-90). Alverdes
(1932, pp. 19-21) used an "as if" ap-
proach in saying that he attributed con-
sciousness and purpose to animals be-
cause the attribution is reasonable and
useful even though it is a "fiction." It
is a fiction because the question of con-
sciousness and purpose in animals can-
not be answered on the basis of sci-
entific evidence. "A fiction [of this
kind] is a construction which brings
into connection with one another vari-
ous kinds of processes or things in a
manner which enables us to think
about them" (p. 137). Mach (1914,
chap. 5) had a similar view: Teleolog-
ical explanations are acceptable if they
are understood to be provisional and
held only until "causal" explanations
are found (his quotation marks, e.g.,
pp. 86, 98, 335).
More recently, Adler and Tso (1974)

used the metaphorical "as if" ap-
proach in a study of responses of Esch-
erichia coli to simultaneously present-
ed chemicals that when presented
alone arouse movement toward or
away from the chemical. The title of
Adler and Tso's report referred to de-
cision-making, but they put the word
"decision" in quotation marks. In the
text, they referred to conflict in the bac-
teria and said that the bacteria decide
which responses to make, but they put
''conflict" and "decide" in quotation
marks and thereby gave bacteria only
an "as if" consciousness.
When the metaphorical approach is

fruitful, it is entirely reasonable from
the perspective of the contextualistic
worldview (Pepper, 1942; Reese,
1999). For other examples of the ap-
proach and its relation to Vaihinger's
(1925) philosophy of "as if," see
Reese (1999).

Explanation of Consciousness

A few modem-era cognitive psy-
chologists attempted to explain con-
sciousness, but the value of their con-
tributions is questionable. Several at-

tempts are summarized in the follow-
ing paragraphs.

Self-contradictory attempts. Sperry
(1969) said that "conscious aware-
ness" is

a dynamic emergent property of cerebral exci-
tation. As such, conscious experience becomes
inseparably tied to the material brain process
with all its structural and physiological con-
straints. At the same time the conscious prop-
erties of brain excitation are conceived to be
something distinct and special in their own right.
They are "different from and more than" the
collected sum of the neuro-physico-chemical
events out of which they are built. (p. 533)

This is a muddled view, because on the
one hand consciousness is said to be
inseparable from and fully constrained
by brain activity, but on the other hand
consciousness is said to be an emergent
process and not to be entirely reducible
to brain activity. Because it is both ma-
terial and immaterial, it is simulta-
neously embodied and disembodied,
natural and supernatural-despite
Sperry's assertion that "the present
proposal may be said to place mind
over matter, but not as any disembod-
ied or supernatural agent" (p. 533).

Psychologists in the late Soviet
Union were Marxists and therefore
they had a worse problem than Sper-
ry's, because Marxism entailed adopt-
ing a materialistic monism and reject-
ing mechanistic reductionism. Their
materialism reduced mind to brain ac-
tivity, and at the same time their anti-
mechanism affirmed mind-body dual-
ism. They solved the problem by mak-
ing mind ontologically reducible to
brain activity and epistemologically ir-
reducible, thus having mind ontologi-
cally material, embodied, and natural
and epistemologically ideal, disembod-
ied, and supernatural (Payne, 1968, pp.
17-30, 95-99, 162-164).

Sperry (1969) did not really resolve
the self-contradiction in his theory be-
cause he asserted rather than demon-
strated the absence of contradiction. In
contrast, the Soviet psychologists re-
solved the self-contradiction in their
theories by assigning the opposite no-
tions to different categories, one onto-
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logical and the other epistemological.
Given this assignment, interpreting the
notions as contradictory would be
making a Rylean "category-mistake"
(Ryle, 1949, chap. 1). A category-mis-
take is made when members of differ-
ent categories are conjoined in a way
that is valid only for members of the
same category, as when the description
of a stimulus is compared with the sen-
sations the stimulus arouses or when an
event at one level of analysis or obser-
vation is used to explain an event at
another level.

Property-based attempts. Other the-
orists avoided self-contradiction by
limiting the scope of their physiologi-
cal explanations to selected properties
of consciousness. For example, Shal-
lice (1972) attributed selected proper-
ties of consciousness to "selector in-
puts" that control "action systems" in
the brain. However, he based the prop-
erties he attributed to the brain on G.
A. Miller, Galanter, and Pribram's
(1960) TOTE theory, which was ex-
tremely important in the emergence of
cognitive psychology but was quickly
left behind. Furthermore, Tononi and
Edelman (1998) noted that many at-
tempts at neuronal explanations of con-
sciousness attributed to neurons prop-
erties that neurons cannot have, thus
making a Rylean category-mistake.
They did not cite Shallice's theory, but
it involves this category-mistake. For
example, in Shallice's theory the selec-
tor input determines whether a partic-
ular action system will be maximally
activated and sets the goal of the action
system. In short, "selector input" is
the same as the "executive" in infor-
mation-processing theories, and ex-
pressing it in neurological-sounding
terms does not make it neurological
(e.g., Reese, 1982, 1996).

Tononi and Edelman (1998) never-
theless used a property-based approach
to consciousness. Specifically, they
said that any conscious experience is
integrated (a unity), differentiated (rap-
idly shifting), private, and fast (occur-
ring within fractions of a second); they
explained these properties by reference

to analogous properties in certain dis-
tributed neural activities that constitute
a cluster they called a "dynamic core."
Problems with their explanation are
that they did not define consciousness,
or even mention that defining it is an
issue; they attributed it not only to hu-
mans but also to monkeys and, by im-
plication, cats; and they made the "dy-
namic core" a kind of homunculus in
attributing to it the property of being
"able to select ... among a large rep-
ertoire of different activity patterns"
(p. 1850). Tononi and Edelman appar-
ently did not recognize that they were
making the same kind of category-mis-
take as Shallice, or that the analogical
relation between the properties of the
dynamic core and properties of con-
scious experience constitutes a kind of
category-mistake because analogies
are not explanations-not even in
Vaihinger's (1925) philosophy of "as
if."

Arousal of Consciousness

Shallice's (1972) theory of con-
sciousness, discussed above, was es-
sentially similar to Washburn's theory
presented in her 1916 book, Movement
and Mental Imagery, which he did not
cite. One assumption in Washburn's
theory has appeared in other forms in
many other theories. The assumption is
that blocking an ongoing process
arouses consciousness. In Washburn's
theory, the assumption was that when
an incipient movement is blocked by
excitation of an antagonistic move-
ment, a specific kind of neural process
is activated and is accompanied by
consciousness.

In other theories, the assumption
was that behavior is habitual, routine,
and nonconscious unless an obstacle
arises and the behavior is blocked. The
obstacle (or the blocking) constitutes a
problem to be solved, and it activates
conscious ("deliberate," "voluntary")
problem-solving activities. This idea
appeared, for example, in the 1910s
and 1920s in the "dynamic psycholo-
gy" of Woodworth (1918, pp. 138-
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139) and in works by the Swiss psy-
chologist Claparede (1925). Both
Woodworth and Claparede were func-
tional psychologists. The idea was ex-
pressed in the 1930s by the Marxist
Russian psychologist Vygotsky (1934/
1962, p. 88) and the American psy-
chologist Dewey (1933, p. 108), who
was one of the founders of pragmatism
(e.g., Dewey, 1905). More recently, it
was expressed by the Georgian psy-
chologist Uznadze (1966, pp. 109-
119) and the North American psychol-
ogists S. White (1965), Garry and
Kingsley (1970, p. 463), Meacham and
Emont (1989), J. R. Anderson (1990,
p. 221), Pascual-Leone (1990), P. H.
Miller and Seier (1994), and Reese
(1994).
An unresolved issue is whether the

consciousness that is aroused is a cause
of the problem-solving activities or is
merely an epiphenomenal property of
the problem-solving activities. Accord-
ing to some theories, it is causal, at
least in the sense that it inhibits the
previously ongoing habitual behavior
(e.g., Dewey, 1933; S. White, 1965).
According to behavior-analytic theory,
it is caused; therefore, either it is not
causal or it can be ignored in explain-
ing behavior because citing its causes
is sufficient (e.g., Keehn, 1964; Skin-
ner, 1969, chap. 8, especially p. 258).
All the views cited are essentially func-
tionalist, however, because they refer
to what consciousness is good for rath-
er than what its contents are like. Nev-
ertheless, many behaviorists have been
interested in the contents of conscious-
ness, as indicated in the next section.

Introspection

In classical structuralist psychology,
the primary method for studying con-
sciousness (mind) was introspection.
Watson rejected the method in his 1913
paper, but it continued to be used into
the 1930s (for a sample of references,
see Beebe-Center, 1951, p. 257; Gra-
ham, 1951, p. 903; Reese, 1968, foot-
note 6, p. 9). It eventually disappeared,

only to reappear later in a new guise
presaged by Watson in 1920.

The classical interpretation. J. R.
Anderson (1990, p. 7) said, "Intro-
spective psychology was not well ac-
cepted in America" because at the turn
of the century American psychology
consisted largely of armchair specula-
tion and was already pragmatic and
functional. Although in other respects
Anderson's textbook is outstanding, its
historical accuracy in this respect can
be challenged. For example, function-
alism originated at the University of
Chicago, which was the home base of
pragmatism, and indeed was at first as-
sociated with pragmatism. However,
one of the founders of functionalism
(Angell, 1907), who was at the Uni-
versity of Chicago, distinguished be-
tween pragmatism and functionalism,
as did the later functionalist Carr
(1930). Another example is that the
journals of the 1910s and 1920s con-
tain many articles by behaviorists at-
tacking the classical method of intro-
spection (e.g., Fernberger, 1922; Wat-
son, 1920; Weiss, 1922), but also many
articles by mentalists describing it
(e.g., English, 1921; Titchener, 1912;
Washburn, 1922), and other articles by
mentalists defending it and often at-
tacking behaviorists for rejecting it
(e.g., Crosland, 1922; McDougall,
1926; Washburn, 1922). J. R. Ander-
son cited "William James's (1890)
Principles of Psychology" as docu-
mentation for his comment, but he cit-
ed no specific page, chapter, or even
volume. Actually, James (1890, p. 185)
said, "Introspective Observation is
what we have to rely on first andfore-
most and always." He devoted almost
11 pages to discussion of the method
(pp. 185-192, 194-198) and fewer
than 3 pages to discussion of experi-
mental and comparative methods of
studying consciousness (pp. 192-194).
Dewey (1891, pp. 6-9) said that intro-
spection is the direct method for study-
ing consciousness and that experimen-
tal methods are indirect (p. 9); more
than a century later Chalmers (1999)
said much the same thing: The major
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issues for a "science of conscious-
ness" are (a) to avoid the problems in-
herent in obtaining "direct knowledge
of subjective experiences," which
"stems from our first-person access to
them," and (b) to relate these "first-
person data" to third-person observa-
tions that are objective but indirect.

In classical structuralist psychology,
introspection was a special method that
required careful training in procedures
and in the use of a constrained tech-
nical vocabulary (e.g., English, 1921;
James, 1890, pp. 185-192, 194-198;
Titchener, 1912). It was believed to be
a method for direct or, if the introspec-
tion was delayed, indirect observation
of consciousness; that is, after appro-
priate training, the introspector's re-
ports were interpreted as accurate de-
scriptions of the actual contents of con-
sciousness or of memory images of
these contents (Titchener, 1912). This
was the received interpretation, ex-
pressed for example by Dewey (1891,
pp. 6-9), Ladd (1896, pp. 6-8), Wash-
burn (1916, p. 18), and Woodworth
(1918, pp. 32-34).

The behavioral interpretation. Burt
(1964) said,
In studying differences in imagery or in inves-
tigating the "laws" of colour-mixture the psy-
chologist is concerned, not with the subject's
verbal responses as such, but with what the sub-
ject reports: it is not the man's outward and vis-
ible behaviour that interests him, but the nature
of his inner experience. (p. 95)

Although he thought he was criticizing
the behavioral interpretation of verbal
reports, he was actually agreeing with
it. Watson (e.g., 1913, 1920) rejected
the classical interpretation of introspec-
tion because he denied that introspec-
tion is factually accurate. However, far
from rejecting the use of self-reports,
he (1920) outright recommended them
as a type of data on which to base in-
ferences about thinking and other ob-
jectively unobservable behaviors.
Washburn (1922) understood the part
about self-reports as providing symp-
tomatic evidence, and she even sug-
gested that behaviorists might substi-
tute for the word "introspection" the

phrase "symptomatic language behav-
ior" (p. 96). Nevertheless, like other
nonbehaviorists then and later, she
missed the part about what is to be in-
ferred. She said, "The behaviorist, of
course, denies that mental processes
exist" (p. 105). That error has contin-
ued to be popular among nonbehavior-
ists (one example is Schwitzgebel,
1999). Actually, however, even though
Watson denied that the word mental is
useful, he theorized at length about
how behaviorism can explain "think-
ing." He devoted two chapters of his
book Behaviorism to "thinking"
(chap. 10-11 in 1924-1925, 1930) and
in his 1920 article he asserted not only
that "thinking" occurs but that behav-
iorists should study it by using, for ex-
ample, a "think aloud" method (p. 89
and passim). He interpreted this meth-
od in the same way as the modem cog-
nitivists Ericsson and Simon (1993);
indeed, they cited Watson on the meth-
od (pp. 57-59) and implicitly endorsed
his interpretation of it (pp. 372-373).
Spence (1948) explicitly endorsed this
interpretation, but without attributing it
to Watson.

In a 1931 chapter on research meth-
ods in child psychology, J. E. Ander-
son discussed introspection in appar-
ently the classical sense, but this kind
of introspection had already been re-
jected in mainstream American psy-
chology. Behaviorism had won the
field, and although remnants of the old
guard continued to use the classical
method, it was replaced in the main-
stream by the kind of introspection
Watson called thinking aloud; it was
usually called "verbal self-report."
The major change was that in the
mainstream these reports were-and
often still are-interpreted as behavior,
that is, facts in need of analysis and
interpretation (e.g., Ericsson & Simon,
1993, chap. 1). In short, as Hilgard
(1980) remarked, introspection was
used again but in a new way. The new
use involved skepticism about the fac-
tual accuracy of the report, based in
part on the argument that much of
mental life is unconscious and hence
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unavailable to introspection (e.g., Skin-
ner, 1969, p. 225; see also references
in Uttal, 2000, pp. 92-100; P White,
1980). Other reasons, which were rec-
ognized by the classical introspection-
ists, are that introspective self-reports
are prone to certain errors such as the
"language fallacy," which is falla-
ciously reporting internal states that
have names and overlooking ones that
do not have names (English, 1921;
James, 1890, pp. 194-197); the "psy-
chologist's fallacy," which is confus-
ing the theoretical interpretation of a
state with the state to be described
(James, 1890; English mentioned a
similar error); and-the most famous
one-the "stimulus error," which is
describing the external object rather
than the internal state it arouses (e.g.,
English, 1921; James, 1890; Titchener,
1912; Washburn, 1922).
Leeper (1951) held on to the older

interpretation, maybe unintentionally.
He said, for example, that in experi-
ments on concept formation, "intro-
spective reports have disclosed [italics
added] that the subjects typically en-
gage in an extremely active explorato-
ry process, often formulating, testing,
and discarding hypotheses within sin-
gle trials" (p. 736); and in many stud-
ies, "the experimenter neglected to
collect reports to show [italics added]
how the subjects interpreted their task
and how they worked on it" (p. 737).
This old interpretation has become
more prevalent in recent years, maybe
because the new generation has for-
gotten why it was ever abandoned.
They should be more careful-or they
should read Watson's (1920) paper and
Ericsson and Simon's (1993) book.

COGNITION
Imagery

Mental imagery was a major issue
in 19th-century philosophical and sci-
entific psychology, and it continued to
be a major topic until the behavioristic
revolution. It was not killed in the be-
havioristic revolution, but it was cer-
tainly not healthy until it was revived

in the cognitive revolution of the
1960s. Holt (1964) called the return of
imagery to the mainstream "the return
of the ostracized," but what returned
was the word, not the concept.

In classical psychology, a distinction
was made between sensory and verbal
images (e.g., Calkins, 1916, pp. 197-
201; James, 1890, pp. 265-266; for
other references, see Reese, 1965). In
behaviorism the corresponding distinc-
tion was between conditioned sensory
and vocal responses (e.g., F Allport,
1955, p. 449; Staats & Staats, 1963,
pp. 143-147; Watson, 1929, footnote
1, p. 362), and in modern cognitive
psychology it became images versus
words or, more sonorously, iconic rep-
resentations versus lexical representa-
tions.

In classical psychology, most of the
research on imagery dealt with its
structural characteristics, including
characteristics that allow persons to
distinguish images from sensations or
perceptions. Examples from the late
1890s to the late 1920s are studies on
the time course of memory images
(Baldwin & Shaw, 1895; Warren &
Shaw, 1895), afterimages of color im-
ages (Downey, 1901), and characteris-
tics of images such as color, distinc-
tiveness, intensity, and size (Alexander,
1904; G. Allport, 1924, 1928; Schaub,
1911). Calkins summarized research of
this kind in her 1916 introductory psy-
chology textbook (e.g., pp. 185-187).
The roles of images in thinking (e.g.,
Comstock, 1921) and in memory (e.g.,
Calkins, 1916, p. 215) were also stud-
ied in that era, but they reflected struc-
turalism rather than functionalism. By
the 1930s most of the imagery research
was on the mnemonic function of im-
ages (e.g., Bowers, 1931; Fernberger,
1937, pp. 207-208), presumably re-
flecting functionalism. However, the
well-known study by Carmichael, Ho-
gan, and Walter (1932) dealt with the
nature of memory images, specifically
the effects of language on the contents
of visual memory images, which is a
structuralist issue.

After the cognitive revolution, much
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research was conducted on the func-
tional role of imagery in personality
and psychotherapy (e.g., Holt, 1964;
Sheikh, 1984). However, most of the
imagery research was still on the mne-
monic function of images. Examples
are research by Paivio (1971), Bower
(e.g., 1972), Kosslyn (1980), and
Reese (e.g., 1970, 1977). My first
study of the mnemonic function of im-
ages (Reese, 1965) was motivated by a
Watsonian belief that imagery is a chi-
mera and that effects attributed to it are
explainable by speech, or "language
habits" as Watson said (1914, p. 324).
To my surprise, I found that imagery
and verbalization had separable effects.

Interest in the mnemonic function of
imagery declined after a few years of
intensive research, largely, I believe,
because of the rise of computer simu-
lation in cognitive psychology. Imag-
ery cannot be directly represented in
computer simulation, and mnemonic
imagery theories came to be replaced
by various verbal-list models, which
are easy to represent in computer sim-
ulation. Thus, Watson's anti-imagery
position recurred, but the rationale for
it was different. Kosslyn (1980, chap.
2) presented a useful overview of the
anti-imagery arguments.

Thinking

The major issue about thinking is its
relation to language (or speech; the dis-
tinction is ignored in the present pa-
per). Sokolov (1972, chap. 1) present-
ed a history of theories of the relation
between thinking and language from
Heraclitus to the middle decades of the
20th century, and Muller (1887, pp.
51-60) presented a brief history from
Abelard in the 12th century to Hegel
and other mid- 19th-century philoso-
phers. I will mention only some 20th-
century highlights. Watson is well
known for his theory that thinking is
subvocal talking, but his actual theory
was that thinking consists largely of
subvocal talking but also involves the
whole body and sometimes does not
involve subvocal talking at all (e.g.,

1920, 1930, chap. 10-11). Piaget's the-
ory was similar (e.g., 1955, p. 26,
1974, p. 11), although unlike Watson
he gave an important role to images or,
as he called them, "figurative aspects
of thought" (Piaget, 1970, footnote 3,
p. 705, pp. 717-718).

Consistently with behaviorists, So-
viet psychologists admitted nonverbal
thinking (e.g., Tikhomirov, 1972/1981)
but emphasized "verbal" thinking. Ex-
amples of the emphasis are that Vy-
gotsky (1934/1962, p. 152) rejected the
idea that mature thinking can be unre-
lated to language; Rubinshteyn said,
"Thought in the strict sense of the
word is impossible without speech"
(as quoted by Payne, 1968, p. 129);
and according to a Soviet psychology
textbook published in the late 1980s
(Psychology, 1986/1989), "Thoughts
do not exist outside language" (p. 300)
and thinking is "inseparable from
speech" (p. 317) and "impossible
without language" (p. 320).

In the behavior-analytic view, lan-
guage is behavior (e.g., Catania, 1992,
p. 227). However, to borrow Orwell's
phrase (1946, p. 112), even if all be-
haviors are equal, speaking is "more
equal" than the others because of its
roles in thinking and, more specifical-
ly, in control by rules. Rules can con-
trol behavior only if they are expressed
in language (implied by Catania, 1992,
pp. 248-249; Malott, 1989; stated by
Piaget, 1955, p. 26; Reese, 1989,
1992).

CAUSES OF THE
RECURSIONS

Most of the recursions that have oc-
curred in the behavioral sciences, in-
cluding all the recursions discussed in
the present paper, seem to have been
spontaneous rather than based on de-
liberate historical research into the
field. My interpretation is that these re-
cursions reflect unresolved issues. Be-
havioral scientists identified certain is-
sues as important and attacked these is-
sues theoretically and empirically.
They resolved some of the issues and
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moved on, but found other issues in-
tractable, perhaps because of the way
they formulated these issues or because
of limitations in the current theories or
empirical methodologies. Whatever the
reason, the intractable issues drifted
out of the mainstream, but because
they had not been resolved, they did
not disappear. They eventually in-
trigued a new generation of behavioral
scientists, who reinterpreted them in
light of the intervening theoretical and
empirical developments in the field and
attacked them again in light of inter-
vening methodological developments.
If the new attacks failed, the cycle re-
curred in a later generation.
The foregoing interpretation reprises

a suggestion Watson gave in his 1913
paper. The recursion was spontaneous
because when I wrote the interpreta-
tion, I had forgotten Watson's sugges-
tion or at least I was not aware of re-
membering it. Watson said that the
classical introspective method of
studying complex behaviors such as
imagination, judgment, reasoning, and
conception had failed and that appro-
priate behavioral methods had not yet
been developed. He said that because
of the classical treatment, issues about
complex behaviors

may well be put away for a time. As our meth-
ods become better developed it will be possible
to undertake investigations of more and more
complex forms of behavior. Problems which are
now laid aside will again become imperative,
but they can be viewed as they arise from a new
angle and in more concrete settings. (p. 175)

REFERENCES

Adler, J., & Tso, W.-W. (1974). "Decision"-
making in bacteria: Chemotactic response of
Escherichia coli to conflicting stimuli. Sci-
ence, 184, 1292-1294.

Alexander, H. B. (1904). Some observations on
visual imagery. Psychological Review, 11,
319-337.

Allport, F H. (1955). Theories of perception
and the concept of structure: A review and
critical analysis with an introduction to a dy-
namic-structural theory of behavior. New
York: Wiley.

Allport, G. W. (1924). Eidetic imagery. British
Journal of Psychology: General Section, 15,
99-120.

Allport, G. W. (1928). The eidetic image and
the after-image. American Journal of Psy-
chology, 40, 418-425.

Alverdes, F (1932). The psychology ofanimals:
In relation to human psychology (H. S. Hat-
field, Trans.). New York: Harcourt, Brace.

Anderson, J. E. (1931). The methods of child
psychology. In C. Murchison (Ed.), A hand-
book of child psychology (pp. 1-27). Worces-
ter, MA: Clark University Press.

Anderson, J. R. (1990). Cognitive psychology
and its implications (3rd ed.). New York:
Freeman.

Angell, J. R. (1907). The province of functional
psychology. Psychological Review, 14, 61-9 1.

Aristotle. (1952a). Meteorology (E. W. Webster,
Trans.). In W. D. Ross (Ed.), The works of
Aristotle (Vol. 1; Vol. 8 of Great books of the
Western world, R. M. Hutchins, Ed. in Chief,
pp. 443-494). Chicago: Encyclopedia Britan-
nica.

Aristotle. (1952b). On the heavens (J. L.
Stocks, Trans.). In W. D. Ross (Ed.), The
works of Aristotle (Vol. 1; Vol. 8 of Great
books of the Western world, R. M. Hutchins,
Ed. in Chief, pp. 357-405). Chicago: Ency-
clopedia Britannica.

Baldwin, J. M., & Shaw, W. J. (1895). Memory
for square size. Psychological Review, 2, 236-
239.

Beebe-Center, J. G. (1951). Feeling and emo-
tion. In H. Helson (Ed.), Theoreticalfounda-
tions ofpsychology (pp. 254-317). Princeton,
NJ: Van Nostrand.

Bergmann, G. (1956). The contribution of John
B. Watson. Psychological Review, 63, 265-
276.

Blake, R. (1997). What can be "perceived" in
the absence of visual awareness? Current Di-
rections in Psychological Science, 6, 157-
162.

Bower, G. H. (1972). Mental imagery and as-
sociative learning. In L. W. Gregg (Ed.), Cog-
nition in learning and memory (pp. 51-88).
New York: Wiley.

Bowers, H. (1931). Memory and mental imag-
ery: An experimental study. British Journal of
Psychology: General Section, 21, 271-282.

Burt, C. (1964). Consciousness and behavior-
ism: A reply. British Journal of Psychology,
55, 93-96.

Butler, S. (1968). Thought and language. In S.
Butler, Collected essays (Vol. 2, pp. 59-90) in
The works of Samuel Butler (Vol. 19, Shrews-
bury ed.; H. F. Jones & A. T. Bartholomew,
Eds.). New York: AMS Press. (Lecture origi-
nally presented 1894)

Calkins, M. W (1916). An introduction to psy-
chology (2nd ed.). New York: Macmillan.

Calkins, M. W. (1921). The truly psychological
behaviorism. Psychological Review, 28, 1-18.

Calkins, M. W. (1922). Discussion: The affili-
ations of behaviorism. Psychological Review,
29, 490-492.

Carmichael, L., Hogan, H. P., & Walter, A. A.
(1932). An experimental study of the effect



RECURRENT ISSUES 237

of language on the reproduction of visually
perceived form. Journal of Experimental Psy-
chology, 15, 73-86.

Carr, H. (1930). Functionalism. In C. Murchi-
son (Ed.), Psychologies of 1930 (pp. 59-78).
Worcester, MA: Clark University Press.

Catania, A. C. (1992). Learning (3rd ed.). En-
glewood Cliffs, NJ: Prentice Hall.

Chalmers, D. (1999, Fall). First-person methods
in the science of consciousness. Conscious-
ness Bulletin, pp. 8, 10-11.

Claparede, E. (1925). Erratum. Pedagogical
Seminary, 32, 384-385.

Claparede, E. (1937). Some major laws of con-
duct (D. Gandine-Stanton, Trans.). American
Journal ofPsychology Golden Jubilee Volume
1887-1937 (K. M. Dallenbach, Ed.), 50, 68-
78.

Comstock, C. (1921). On the relevancy of im-
agery to the processes of thought. American
Journal of Psychology, 32, 196-230.

Crosland, H. R. (1922). Conscious analysis in
learning. Psychological Review, 29, 75-87.

Dewey, J. (1891). Psychology (3rd ed.). New
York: American Book Co.

Dewey, J. (1905). The postulate of immediate
empiricism. Journal of Philosophy, Psychol-
ogy and Scientific Methods, 2, 393-399.

Dewey, J. (1933). How we think: A restatement
of the relation of reflective thinking to the ed-
ucative process. Boston: Heath.

Downey, J. E. (1901). An experiment on getting
an after-image from a mental image. Psycho-
logical Review, 8, 42-55.

Dunlap, K. (1926). The theoretical aspect of
psychology. In M. Bentley et al., Psychologies
of 1925: Powell lectures in psychological the-
ory (pp. 309-329). Worcester, MA: Clark
University.

English, H. B. (1921). In aid of introspection.
American Journal of Psychology, 32, 404-
414.

Ericsson, K. A., & Simon, H. A. (1993). Pro-
tocol analysis: Verbal reports as data (rev.
ed.). Cambridge, MA: MIT Press.

Fernberger, S. W. (1922). Behavior versus in-
trospective psychology. Psychological Re-
view, 29, 409-413.

Femberger, S. W. (1937). Elementary general
psychology. New York: Crofts.

Frost, R. (1914). The black cottage. In R. Frost,
North of Boston (1st ed., pp. 52-58). London:
D. Nutt.

Garry, R., & Kingsley, H. L. (1970). The nature
and conditions of learning (3rd ed.). Engle-
wood Cliffs, NJ: Prentice Hall.

Graham, C. H. (1951). Visual perception. In S.
S. Stevens (Ed.), Handbook of experimental
psychology (pp. 868-920). New York: Wiley.

Griffin, D. R. (1984). Animal thinking. Ameri-
can Scientist, 72, 456-464.

Hilgard, E. R. (1980). Consciousness in con-
temporary psychology. Annual Review ofPsy-
chology, 31, 1-26.

Holt, R. R. (1964). Imagery: The return of the

ostracized. American Psychologist, 19, 254-
264.

James, W. (1890). The principles ofpsychology
(Vol. 1). New York: Holt.

Keehn, J. D. (1964). Consciousness and behav-
iorism. British Journal of Psychology, 55, 89-
91.

Kosslyn, S. M. (1980). Image and mind. Cam-
bridge,MA: Harvard University Press.

Kvale, S. (1977). Dialectics and research on re-
membering. In N. Datan & H. W. Reese
(Eds.), Life-span developmental psychology:
Dialectical perspectives on experimental re-
search (pp. 165-189). New York: Academic
Press.

Ladd, G. T (1896). Outlines of physiological
psychology: A text-book of mental science for
academies and colleges (5th ed.). New York:
Scribner's.

Leeper, R. (1951). Cognitive processes. In S. S.
Stevens (Ed.), Handbook of experimental psy-
chology (pp. 730-757). New York: Wiley.

Mach, E. (1914). The analysis ofsensations and
the relation of the physical to the psychical
(C. M. Williams, Trans. from 1st ed.; S. Wa-
terlow, Trans. from 5th ed.). Chicago: Open
Court.

Malott, R. W. (1989). The achievement of eva-
sive goals: Control by rules describing contin-
gencies that are not direct acting. In S. C.
Hayes (Ed.), Rule-governed behavior: Cog-
nition, contingencies, and instructional con-
trol (pp. 269-322). New York: Plenum.

Matlin, M. (1983). Cognition. New York: Holt,
Rinehart & Winston.

McDougall, W. (1926). Men or robots? I and
II. In M. Bentley et al., Psychologies of 1925:
Powell lectures in psychological theory (pp.
273-291, 293-305). Worcester, MA: Clark
University.

Meacham, J. A., & Emont, N. C. (1989). The
interpersonal basis of everyday problem solv-
ing. In J. D. Sinnott (Ed.), Everyday problem
solving: Theory and applications (pp. 7-23).
New York: Praeger.

Miller, G. A., Galanter, E., & Pribram, K. H.
(1960). Plans and the structure of behavior.
New York: Holt.

Miller, P H., & Seier, W. L. (1994). Strategy
utilization deficiencies in children: When,
where, and why. In H. W. Reese (Ed.), Ad-
vances in child development and behavior
(Vol. 25, pp. 107-156). San Diego, CA: Ac-
ademic Press.

Muller, F M. (1887). Three introductory lec-
tures on the science of thought. Chicago:
Open Court.

Murchison, C. (1929). The psychological reg-
ister (Vol. 2). Worcester, MA: Clark Univer-
sity Press.

Orwell, G. (1946). Animal farm. New York:
Harcourt, Brace.

Paivio, A. (1971). Imagery and verbal process-
es. New York: Holt, Rinehart & Winston.

Pascual-Leone, J. (1990). Reflections on life-
span intelligence, consciousness, and ego de-



238 HAYNE W. REESE

velopment. In C. N. Alexander & E. J. Langer
(Eds.), Higher stages of human development:
Perspectives on adult growth (pp. 258-285).
New York: Oxford University Press.

Payne, T R. (1968). S. L. Rubinstejn and the
philosophical foundations of Soviet psycholo-
gy. Dordrecht, Holland: Reidel.

Pepper, S. C. (1942). World hypotheses: A study
in evidence. Berkeley: University of Califor-
nia Press.

Piaget, J. (1955). The language and thought of
the child (M. Gabain, Trans.). New York: Me-
ridian.

Piaget, J. (1970). Piaget's theory. In P H. Mus-
sen (Ed.), Carmichael's handbook of child
psychology (3rd ed., Vol. 1, pp. 703-732).
New York: Wiley.

Piaget, J. (1974). The child and reality: Prob-
lems in genetic psychology (A. Rosin, Trans.).
New York: Viking Press.

Prince, M. (1926). Awareness, consciousness,
co-consciousness and animal intelligence
from the point of view of the data of abnormal
psychology: A biological theory of conscious-
ness. In M. Bentley et al., Psychologies of
1925: Powell lectures in psychological theory
(pp. 221-243). Worcester, MA: Clark Univer-
sity.

Psychology. (V. Stankevich, Trans.). (1989).
Moscow: Progress Publishers. (Original work
published 1986)

Reese, H. W. (1965). Imagery in paired-asso-
ciate learning in children. Journal of Experi-
mental Child Psychology, 2, 290-296.

Reese, H. W. (1968). The perception ofstimulus
relations: Discrimination learning and trans-
position. New York: Academic Press.

Reese, H. W. (1970). Imagery in children's
paired associate learning. Journal of Experi-
mental Child Psychology, 9, 174-178.

Reese, H. W. (1977). Imagery and associative
memory. In R. V. Kail, Jr., & J. W. Hagen
(Eds.), Perspectives on the development of
memory and cognition (pp. 113-175). Hills-
dale, NJ: Erlbaum.

Reese, H. W. (1982). On learning and neurol-
ogizing. Journal ofMental Imagery, 6(2), 55-
57.

Reese, H. W. (1989). Rules and rule-gover-
nance: Cognitive and behavioristic views. In
S. C. Hayes (Ed.), Rule-governed behavior:
Cognition, contingencies, and instructional
control (pp. 3-84). New York: Plenum.

Reese, H. W. (1991). Recommendations for
graduate training in child psychology. In J. H.
Cantor, C. C. Spiker, & L. P. Lipsitt (Eds.),
Child behavior and development: Training for
diversity (pp. 195-226). Norwood, NJ: Ablex.

Reese, H. W. (1992). Rules as nonverbal enti-
ties. In S. C. Hayes & L. J. Hayes (Eds.). Un-
derstanding verbal relations: The second and
third international institute on verbal rela-
tions (pp. 121-134). Reno, NV: Context Press.

Reese, H. W. (1993). Developments in child
psychology from the 1960s to the 1990s. De-
velopmental Review, 13, 503-524.

Reese, H. W. (1994). Cognitive and behavioral
approaches to problem solving. In S. C.
Hayes, L. J. Hayes, M. Sato, & K. Ono (Eds.),
Behavior analysis of language and cognition
(pp. 197-258). Reno, NV: Context Press.

Reese, H. W. (1996). How is physiology rele-
vant to behavior analysis? The Behavior An-
alyst, 19, 61-70.

Reese, H. W. (1999). Some contributions of
philosophy to behavioral sciences. The Jour-
nal of Mind and Behavior, 20, 183-210.

Reese, H. W. (2001). Review of The War Be-
tween Mentalism and Behaviorism: On the
Accessibility of Mental Processes by William
R. Uttal. Journal of the Experimental Analysis
of Behavior, 76, 115-130.

Riegel, K. F (1977). The dialectics of time. In
N. Datan & H. W. Reese (Eds.), Life-span de-
velopmental psychology: Dialectical perspec-
tives on experimental research (pp. 3-45).
New York: Academic Press.

Rignano, E. (1923). The psychology of reason-
ing (W. A. Holl, Trans.). New York: Harcourt,
Brace.

Ryle, G. (1949). The concept of mind. London:
Hutchinson's University Library.

Schaub, A. V. (1911). On the intensity of im-
ages. American Journal of Psychology, 22,
346-368.

Schwitzgebel, E. (1999). Gradual belief change
in children. Human Development, 42, 283-
296.

Shallice, T (1972). Dual functions of con-
sciousness. Psychological Review, 79, 383-
393.

Sheikh, A. A. (Ed.). (1984). International re-
view of mental imagery (Vol. 1). New York:
Human Sciences Press.

Skinner, B. E (1969). Contingencies of rein-
forcement: A theoretical analysis. New York:
Appleton-Century-Crofts.

Sokolov, A. N. (1972). Inner speech and
thought (D. B. Lindsley, Ed.; G. T Onischen-
ko, Trans.). New York: Plenum.

Spence, K. W. (1948). The postulates and meth-
ods of "behaviorism." Psychological Review,
55, 67-78.

Sperry, R. W. (1969). A modified concept of
consciousness. Psychological Review, 76,
532-536.

Staats, A. W., & Staats, C. K. (1963). Complex
human behavior: A systematic extension of
learning principles. New York: Holt, Rinehart
& Winston.

Sutherland, S. (1996). The international dictio-
nary of psychology (2nd ed.). New York:
Crossroad.

Tikhomirov, 0. K. (1981). The psychological
consequences of computerization. In J. V.
Wertsch (Ed. & Trans.), The concept of activ-
ity in Soviet psychology (pp. 256-278). Ar-
monk, NY: Sharpe. (Original work published
1972)

Titchener, E. B. (1912). The schema of intro-
spection. American Journal of Psychology,
23, 485-508.



RECURRENT ISSUES 239

Tononi, G., & Edelman, G. M. (1998). Con-
sciousness and complexity. Science, 282,
1846-1851.

Uttal, W. R. (2000). The war between mental-
ism and behaviorism: On the accessibility of
mental processes. Mahwah, NJ: Erlbaum.

Uznadze, D. N. (1966). The psychology of set
(B. Haigh, Trans.). New York: Consultants
Bureau.

Vaihinger, H. (1925). The philosophy of "as
if': A system of the theoretical, practical and
religious fictions of mankind (6th ed.; C. K.
Ogden, Trans.). New York: Harcourt, Brace.

Vygotsky, L. S. (1962). Thought and language
(E. Hanfmann & G.Vakar, Ed. & Trans.). New
York: Wiley. (Original work published 1934)

Warren, H. C., & Shaw, W. J. (1895). Further
experiments on memory for square size. Psy-
chological Review, 2, 239-244.

Washburn, M. F (1916). Movement and mental
imagery: Outlines of a motor theory of the
complexer mental processes. Boston: Hough-
ton Mifflin.

Washburn, M. F (1922). Introspection as an ob-
jective method. Psychological Review, 29,
89-112.

Watson, J. B. (1913). Psychology as the behav-
iorist views it. Psychological Review, 20,
158-177.

Watson, J. B. (1914). Behaviorism: An intro-
duction to comparative psychology. New
York: Holt.

Watson, J. B. (1920). Is thinking merely the ac-

tion of language mechanisms? British Journal
of Psychology: General Section, 11, 87-104.

Watson, J. B. (1924-1925). Behaviorism. New
York: The People's Institute Publishing Com-
pany.

Watson, J. B. (1929). Psychology from the
standpoint of a behaviorist (3rd ed.). Phila-
delphia: Lippincott.

Watson, J. B. (1930). Behaviorism (rev. ed.).
New York: Norton.

Weiss, A. P (1922). Behavior and the central
nervous system. Psychological Review, 29,
329-343.

White, P. (1980). Limitations on verbal reports
of internal events: A refutation of Nisbett and
Wilson and of Bem. Psychological Review,
87, 105-112.

White, S. H. (1965). Evidence for a hierarchical
arrangement of learning processes. In L. P
Lipsitt & C. C. Spiker (Eds.), Advances in
child development and behavior (Vol. 2, pp.
178-220). New York: Academic Press.

White, S. H. (1991). Graduate training in the
fourth establishment: Tradition and change in
the study of human development. In J. H.
Cantor, C. C. Spiker, & L. P. Lipsitt (Eds.),
Child behavior and development: Trainingfor
diversity (pp. 175-194). Norwood, NJ: Ablex.

Woodworth, R. S. (1918). Dynamic psychology.
New York: Columbia University Press.

Zukav, G. (1979). The dancing Wu Li masters:
An overview of the new physics. New York:
Bantam Books.


